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An example for searches in very large search spaces is the computational definition of 
orthologues. 
 
The tight integration of search capacity with database holdings is the key to the 
utility of the data. Public investments in sequencing only pay off when the 
sequences are easily accessible! 
 
Some computational definitions absolutely require genome-wide searches: e.g. the 
computational definition of orthologues, or compiling evolutionary conservation 
patterns. 
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BLAST was developed as a heuristic alternative to exact alignment, looking for a 
way to compute much faster, repeated searches in large search spaces than what one 
can do with pairwise alignments. The strategy is to pre-compute similarities and then 
piece a match together from quickly retrieved partial matches. 
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The enormous speed-up of BLAST is due to its use of an indexed table of database 
"words". The index is a list of positions at which each word occurs in the database. 
Using an index, it is very easy to examine every occurrence of a word in the database 
and try to extend the word match on both sides with additional similar sequence. 
The extension does not introduce gaps, because this is faster, but also because the 
statistics of ungapped alignments are tractable! The final step is the assembly of 
significant hits into longer alignments.  
 
Note that BLAST is heuristic, not optimal and that it is a local, not global 
alignment algorithm. 
 
See also: Altschul et al. (1990): http://www.ncbi.nlm.nih.gov/pubmed/2231712 
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The BLAST home page offers a number of different BLAST flavours. 
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BLAST parameters: databases 
 
Extensive help is available (and should be read!) for each of the options. Take the 
time to read the Web BLAST options document1 and be sure to understand 
how to format input, what databases are available and how the choice of database 
influences the results. If you are not confident with the document, ask on the course 
list. 
 
For example, the Help page contains guides to the search interface and the report 
output! 
 
1 http://www.ncbi.nlm.nih.gov/BLAST/blastcgihelp.shtml 
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BLAST parameters: algorithm 
 
Be sure to understand the choices and their consequences for Composition-based 
statistics1 and for Filtering and Masking segments of low complexity in your 
query. Filtering is an important option to consider especially for PSI-BLAST 
searches! 
 
1 http://www.ncbi.nlm.nih.gov/BLAST/blastcgihelp.shtml#compositional_adjustments 
2 http://www.ncbi.nlm.nih.gov/BLAST/blastcgihelp.shtml#filter 
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Each Blast hit represents an alignment that can contain one or more HSPs (High 
Scoring Segment Pairs). Note: If a hit is followed by a second hit and no new GI 
number, it identifies a second region of similarity in the same sequence. 
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The E-value is a statistically well founded metric that allows us to conclude the 
likelihood of a spurious alignment. Computing E-values is possible for HSPs since the 
statistics of gap-less alignments are analytically tractable, whereas gapped 
alignments have no theoretical description of the distribution of expected scores. 
Note that E-values do not represent an assertion about the retrieved sequence, but 
an assertion about the score and its relation to the expected distribution of scores. 
Or, to rephrase this, a  large E-value does not mean that your hit is not a 
homologue, but it means that an irrelevant sequence has a a high chance of having 
just as high a score due to chance similarities. To repeat: a large E-value does not 
mean your hit is not a homologue. However a small E-value does indeed mean that a 
chance alignment is unlikely. 
It is important to realize that the E-value depends on the database size. Obviously, 
you would expect randomly high-scoring hits more often in a large database than in 
a small one. Thus an alignment with the same score will have  a smaller E-value 
when searched against a particular genome than if you search it against the entire 
"nr" dataset of GenBank. 
More detail in the NCBI tutorial "The Statistics of Sequence Similarity 
Scores" (http://www.ncbi.nlm.nih.gov/BLAST/tutorial/Altschul-1.html) 
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In the example above, the BLAST search of a Pea defensin - PDB structure 1JKZ - 
achieved an E-value of only 6.7.   
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 However the hit that was retrieved: 
•  is annotated as an arabidopsis defensin; 
•  has 30% identity over the entire domain, albeit the domain is small; 
•  requires only one single gap for alignment;  and  
•  has each and every single cysteine conserved, when compared to the 

query! 
 

 Each of these additional observations alone could have led you to conclude 
homology. It should be obvious for example that the aligned cysteines are 
extremely unlikely to be due to a random similarity of unrelated sequences! The 
large E-value is primarily due to the fact that the protein sequences are quite 
short. 
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How can there be too many hits, when lots-of-hits is what you are looking for? Either 
you find redundant sequences or trivially similar sequences that are obscuring the 
rare, interesting similarities you are looking for (GFP or other fusion proteins and 
ankyrin domains come to mind, for example), or you are searching in a database 
section that contains redundant sequences. 
Note that restricting by organism does not restrict the search, but only the list of 
results that are being reported. The search takes just as long. Only the specialized 
genome search pages and some non-NCBI databases of model-organism genome 
projects offer BLAST searches on reduced datasets. These searches are faster. 
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How many genes have no homologues? That depends. Unknown genes (or "ORFans") 
may comprise a significant (albeit diminishing) fraction of genomes.  
In general, between 10 and 30% of sequences may fall into this category and it is 
likely that even the most closely related species have sequences that are unique. 
See Siew&Fischer (2003)1and a discussion of the role of viral horizontal gene transfer 
in ORFans by Yin and Fischer (2006)2 
 
 
 
1 http://www.ncbi.nlm.nih.gov/pubmed/12517334 
2 http://www.ncbi.nlm.nih.gov/pubmed/16914045 
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In the end, how many false positives can we expect? Unfortunately, more than we'd 
think. Jones & Swindells (2002)1 have run an analysis against decoy sequences that 
picked up false positives in 5% of all cases, after the fifth iteration, although the E-
value threshold was set to 0.001.  
Even though their methodology was a bit ad hoc and finding false positives about 50 
times more frequently than expected is not catastrophic, we must realize that protein 
sequences are not random strings and that significance is often hard to evaluate, 
because it is hard to get the null hypothesis right. Use caution, use common sense 
and in questionable cases try to use independent confirmation of homology, such as 
conserved binding sites or functional motifs, if possible. 
 
1 http://www.ncbi.nlm.nih.gov/pubmed/11893514 
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Here is an example of how a domain was discovered from sequence alignments. 
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The alignment shows high similarity between N- and C-terminus. 
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Domain discovery on a large scale has been made possible through Hidden Markov 
Model alignments, implemented in Sean Eddy’s HMMER program. This has been 
used to compile large databases like Pfam that curate domain profiles. These profiles 
can be scanned against an unknown sequence, thus allowing the annotation of the 
sequence with the domains it contains. In many cases this allows to assign at least a 
coarse description of function and mechanism. 
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MSAs show conservation patterns. 
 Multiple sequence alignments don't just match residues. They also give 
information on how strongly a residue is conserved, what it can be replaced with, 
which species share particular sequence patterns, and where in the sequence indels 
can be tolerated. An analysis of conservation even allows to distinguish between 
structurally and functionally conserved residues! This makes multiple sequence 
alignments the method of choice for many applications. 

•  Multiple sequence alignments are more accurate than pairwise alignments, thus 
they are the method of choice for starting homology modeling projects; 

•  Combined information from numerous sequences is invaluable for secondary 
structure prediction and sensitive sequence database searches; 

•  They contain the information needed for inferences about evolutionary 
relationships, i.e. the order in which particular sequence changes occurred. 
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Multiple alignments cannot necessarily be constructed by merging pairwise 
alignments. Moreover, it may be actually be impossible to merge three mutually 
pairwise alignments into a non-contradicting multiple alignment. However the 
inverse is always possible: a multiple alignment can be decomposed into pairwise 
alignments. 
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Besides being intractable, it is questionable how meaningful the objective function of 
optimal sequence alignments is for multiple alignments. This pair score maximizes the 
score derived from a mutation data matrix, for pairs of aligned residues. But – for 
example – the pair score does not optimize the pattern of indel placements, or 
whether a particular motif is well-conserved. 
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If we want an algorithm to optimize anything at all, we first must define how we can 
measure the quality of the result. This metric defines the target function or 
objective function. 
  
(Note that "objective" here is not used in the sense of "unbiased" but in the sense of being a "target", 
or "goal".)  
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Reasonable alignment metrics are based on models of how evolution has shaped a 
family of related sequences. 
 
Each of the reasonable biological objectives suggests a different alignment strategy! 
The most modern algorithms currently available attempt to satisfy these heuristics 
simultaneously. Note that these are '''heuristics''', they are not the result of some 
rigorously applied theory, but reflect the complex relationship between protein 
sequence, structure, evolution and selection. 
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Alignment algorithms that operate according to one or more of these principles are 
easily accessible online via the EBI: 
 
http://www.ebi.ac.uk/Tools/msa/ 
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Exact methods certainly have their place where it comes to analyzing and improving 
algorithms; they are especially of interest to computer science because high-
dimensional optimal alignment is a difficult problem. However they cannot compete 
in terms of result-quality with modern heuristic methods. This is not only because 
they really don't scale to current genome-scale questions or even modest sized 
protein families, but also because optimizing the score derived from a pair-score 
mutation data matrix plus an empirical affine gap model is not a really a very good 
objective for MSAs that inform about biology in the first place.  
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Progressive alignment is one of the fundamental algorithmic approaches to MSA. 
Pure progressive alignment algorithms are only of historical interest today, since they 
suffer from unacceptable degradation of accuracy for sequences below ~30% ID due 
to the fact that early alignment errors cannot be corrected. 
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Consistency based multiple alignment is one of the fundamental algorithmic 
approaches to MSA. Many modern algorithms have a consistency based step 
included, however none of them relies solely on consistency, since problems from 
spurious local similarity can corrupt the alignment.  
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Probabilistic multiple alignment is one of three fundamental algorithmic 
approaches to MSA.  
A statistical model of the sequences is built, then the alignment can be generated by 
aligning the sequences to the model. Of course, aligning sequences to a profile is a 
special case of this procedure: PSI BLAST can thus be used as an alignment 
algorithm. The most widely used algortihm is Sean Eddy's HMMER1, a profile 
hidden Markov model tool,  which is also used in the generation of the Pfam domain 
database2. 
 
 
1 http://hmmer.janelia.org/  
2 http://pfam.sanger.ac.uk/Pfam 
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Altschul et al. (1998) Gapped BLAST and PSI-BLAST: a new generation of protein 
database search programs. Nucleic Acids Research 25:3389-3402 (http://
www.ncbi.nlm.nih.gov/pubmed/9254694) 
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I personally rate TCoffee as one of the most useful and useable tools that are 
currently available. It is robust, fast, and gives reasonable results for many cases. 
Usually it is very noticeably better then CLUSTAL and I would reject any result 
based on CLUSTAL for that reason.  
Run TCoffee via the EBI TCoffee server which is very easy to use (although 
alignment size is limited;. Source code can be obtained and a local installation on 
UNIX machines is straightforward. The TCoffee Web page1 links to another Web 
server and also offers 3DCoffee, a variant that automatically fetches related 
structures and incorporates structural alignments for increased accuracy. 
The inset image shows one of the useful features of TCoffee: an alignment output in 
which sequence is coloured according to the local quality of the alignment. This 
makes reliable and unreliable regions easy to spot, and immediately highlights 
outliers that could for example be due to sequence errors, such as frameshifts in 
exons. (MSA taken from the Mbp1 full-length protein alignment). 
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Run MUSCLE MSAs via the  EBI MSA server, which is very easy to use, or via the  
Berkeley MUSCLE server1, courtesy of Kimmen Sjolander's lab. Source code and 
compiled code can be obtained from the MUSCLE homepage2 and a local installation 
on UNIX and Windows machines is straightforward. That site also hosts the 
PREFAB multiple alignment benchmark.  
 
MUSCLE is one of the algorithms provided in the R package msa. 
 
1 http://phylogenomics.berkeley.edu/cgi-bin/muscle/input_muscle.py 
2 http://www.drive5.com/muscle/ Muscle  
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Spend some time and thought before you run the MSA to review the sequences that 
you are planning to align. Including un-alignable sequence will lead the algorithms 
astray and has the potential to degrade the entire alignment.  
The requirement not to align non-hmologous sequence should really be extended 
not to align (or at least: not to evaluate) sequence segments that have evolved in 
different context, such as in different local structural environments after insertions or 
deletions have occurred. The reason is: if the structural environment is not 
conserved, the mutation data matrix scores are irrelevant for the residues that are 
paired up. They may be "aligned" by the algorithm, but they are really not 
equivalent in structure or function, thus whether they have a good or poor similarity 
score is meaningless. 
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Three common formats exist for MSA results. An aligned multi FASTA file 
contains FASTA formatted sequences into which gap characters have been inserted. 
Of course, multi FASTA files can also be unaligned and they are the most common 
way of formatting input files for MSAs. 
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Three common formats exist for MSA results. 
 
The CLUSTAL format is not the same as the CLUSTAL algorithm. A CLUSTAL 
formatted alignment is the format in most common use.  
 
Take care when formatting input FASTA files to ensure the first 10 characters in 
your input file are unique and contain no special characters! These are the 
characters that are usually used for the sequence names of the .aln files. I have seen 
programs break if they contain blanks, hyphens and | (the pipe character). The latter 
is especially annoying, since the | character is used in NCBI FASTA files to separate 
the database identifier from the accession number.   
 



114 

Three common formats exist for MSA results. 
 
MSF is a legacy format from the GCG package of sequence alignments, also 
produced by the EMBOSS tool EMMA, and supported as a valid input format for 
many programs. Gaps are denoted by periods and checksums are calculated for the 
sequences and for the alignment. 
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It is common and perfectly permissible to manually edit a MSA with some 
biologically motivated heuristic in mind as long as you document what you 
have done! In the early days of MSAs, editing was simply required since the results 
were often obviously inadequate. In all cases in which the algorithm uses only the 
input sequences for the alignment, this still holds true. However, regarding the more 
modern template-based procedures (e.g. SPEM, PROMALS or PRALINE) I would 
be more reluctant to edit, since we may be actively ignoring/discarding the 
additional information the algorithm has used. 
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