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A quantitative theory of information was formulated by Claude Shannon in 1948. It 
applies in many ways to biological sequences (and biological systems in general), 
because it quantifies how different an observed distribution of states (e.g. amino 
acids, or nucleotides) is from an expected distribution, e.g. produced by a stochastic 
process, or merely reflecting general database trends. Observing a difference between 
observation and expectation ... 
... implies that some selective process was operating on the sequence, which means ... 
... there is some functional significance to it. 
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Shannon figured out the formula that measures the difference between observation 
and expectation from a simple constraint. He sought out how to define a quantity, H, 
that satisfied a number of intuitive properties that a measure of information has: ... 
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... any valid measure must be independent of the sequence of choices we make to 
observe a particular distribution. 
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It turns out the there is only one mathematical expression with this property. The 
quantity H is now known as (informational) entropy. 
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This is simple to compute. 
If n states are equally probable, H = log n. 
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If we have two possible outcomes A and B, H depends on the probabilites of A and B 
(or A and 1-A, which is the same).  
We can plot the entropy for pA = 0.1, pB= 0.9; pA=0.2, pB=0.8 ... etc. 
Entropy is zero when either outcome has zero probability (0 log0 + 1 log1= 0). 
Entropy is maximal when both outcomes are equiprobable i.e pA = pB = ½. 
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Finally we get to define information: 
 
Information is the difference between the entropy of a distribution that we expect, 
and the entropy that we actually observe. 
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If we want to measure the information of amino acid distributions, we need to define 
the expected background distribution. Assuming all amino acids are equally likely is 
usually not a good assumption. Often we use the frequencies of amino acids that we 
observe in a sequence database instead. 
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Sequence logos plot features of aligned sets of sequences. Each column corresponds to 
a position in an alignment, the height of each stack corresponds to the information 
calculated for the residues that are observed in that position, and the height of each 
letter in a stack corresponds to its frequency in that position. This emphasizes the 
conserved positions, and displays what is conserved. 
For this plot, bacterila signal sequences were aligned on the signal-peptidase cleavage 
site. Their common features include a positively charged N-terminus, a hydrophobic 
helical stretch and a small residue that precedes the actual cleavage site. 
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