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A sequence is fundamentally different from an unordered set, since its elements 
provide context for each other. 
Sequence patterns are not just signs, they are different molecules:  a pattern with a 
different sequence is a different pattern. Constraints on patterns can be structural or 
functional.  
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Pattern search (or pattern matching) means inspecting an entity and stating 
whether that  entity is an example of a given pattern. Usually the entity is a 
substring of a sequence, but patterns in protein structure, biological networks or 
morphogenesis can also be computationally defined.  
Pattern discovery means finding patterns that have not been defined a priori.  
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Deterministic pattern matching is a well understood field of computer science. The 
worst case scenario is that every position of the pattern needs to be compared with 
every position of the sequence to determine whether an instance of the pattern i 
spresent in the sequence or not. But much more elegant solutions than this “brute 
force” approach have been described ... 
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... such as the Boyer-Moore algorithm. For a step-by-step explanation see http://
www.cs.utexas.edu/users/moore/best-ideas/string-searching/fstrpos-
example.html  
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If searches are to be repeated, pre-computed index trees are much faster than 
examining the entire sequence. In an index tree, simply look up where a pattern 
could be. Time (and storage space) invested in constructing the index pays off 
manyfold for every lookup. 
 
Tree-based pattern searches use “suffix trees” to find matches in time proportional to 
the length of the pattern, not the size of the database!  
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To be able search for patterns we need a convention to define them. In particular, we 
would like to be able to find degenerate patterns: patterns in which we allow a 
number of alternative choices for particular positions.  Such patterns are commonly 
written as Regular Expressions.  
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Restriction endonucleases are the quintessential pattern recognition molecules. They 
bind strongly the specific conformation of DNA that is associated with a particular 
DNA sequence. Even though the structural differences between DNA strands of 
similar sequence is small, evolutionary pressure has resulted in enzymes that are 
highly specific for their cognate sequence. An excellent site for endonuclease 
information is Rebase: http://rebase.neb.com/  
These patterns are examples of patterns that may be slightly variable in practice, 
since the cleavage properties of the restriction endonuclease are determined by the 
free energy of the complex, and different nucleotides may be admissible with reduced 
catalytic rate – but in practice the enzymes are so discriminatory that a 
dtereministic pattern matching approach describes the biologically relevant patterns 
well enough. 
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A wide variety of protein functions and properties are mediated by simple sequence 
patterns. 
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The Prosite server (http://prosite.expasy.org) provides a tool that scans sequence for 
biological patterns – domains, and post-translational modification sites. It also 
supports scanning of user-defined patterns. 
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To generate this collection of sequences, the feature "Gal4-binding-site" was searched 
in the SGD – Saccharomyces Genome Database; the actual sequences were retrieved 
by specifying the genome coordinates in the appropriate search form of the database. 
I have added ten bases upstream and downstream of the core binding region. 
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A consensus sequence simply lists the most frequent amino acid or nucleotide at each 
position, or a random one if there is more than one with the highest frequency. The 
consensus sequence is the one that you would chemically synthesize to make an 
idealized representative of the set. It is likely to bind more tightly or to be more 
stable than each of the individual sequences in the alignment. 
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The degenerate consensus sequence uses ambiguity codes to capture variability and 
type of variation better than a specific representative nucleotide could. 



18 

Sequence logo of Gal4 binding sites with 10 nucleotides flanking bases. Created with 
WebLogo (http://weblogo.berkeley.edu/).  
A Sequence Logo is a graphical representation of aligned sequences where at each 
position the height of a column is proportional to the (Shannon) information of that 
position and the relative size of each character is proportional to its frequency in the 
column. Sequence Logos were pioneered by Tom Schneider who maintains an 
informative Website about their use and theoretical foundations. 
 
http://www.lecb.ncifcrf.gov/~toms/sequencelogo.html 
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Since log(0) is not defined, we have to introduce an arbitrary correction for 
unobserved characters. In this example I have added 0.1 to each character frequency 
before calculating log odds. 
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In this informal example, I have simply counted matches with the consensus 
sequence (excluding "N"). We can slide the PSSM over the entire chromosome, and 
calculate scores for each position. Only the middle sequence is an annotated binding 
site. Whatever method we use for probabilistic pattern matching, we will always get 
a score. It is then our problem to decide what the score means. 
If the PSSM has been created like we mentioned above, the score can be interpreted 
as a probability. Then we can apply a common level of significance to determine 
whether a match should be considered better than random. At least in principle, 
that’s what we would do. In practice, biological sequences are notorious for 
violating assumptions about the independence of positions, upon which the 
probability/significance argument is based. 



22 



23 

... however: machine learning will find correlations, not causalities. It cannot replace 
your biological insight to distinguish a statistical anomaly from a biologically 
meaningful result! 
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Machine learning methods must first be trained. Typically we use “supervised” 
learning approaches for which we define examples of True Positives and True 
Negatives, for the algorithm to generalize from.  
“Unsupervised” approaches exist for special cases and potentially allow discovering 
categories or populations in datasets. The result is commonly a classification 
probability: the probability that query Q is a member of a category the algorithm 
was trained on. 
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This first order Markov model depends only on the current state. Higher-order 
models take increasing lengths of "history" into account, i.e. how the system arrived 
in its current state. 
Note that the exit probabilities for a state always have to sum to 1.0.  The so called 
“stationary probability” over a long period of time for p(rain) is 0.32 - this is 
determined by the combined effects of all individual transition probabilities. The 
stationary probabilities for two- or three consecutive rainy days are 8.4% and 4.2%, 
respectively. This is a very simple model, but it reflects approximately our experience 
(the average actual number of rainy days in Toronto is 114 per year: 31%). 
 
Here is a site with an online Markov Model simulator where you can play with 
models and probabilities: http://markov.yoriz.co.uk/ 



26 



27 



28 



29 



30 

Each “neuron” contains: 
 - a set of inputs; 
 - a set of weights, one for each input which are optimized during training; 
 - an activation function; 
 - a threshold, also optimized during training. 
In the sketch above, the activation function is linear, i.e. an “active” output depends 
on whether the weighted sum of inputs exceeds a hard threshold. Alternative 
activition functions can implement “soft” thresholds, e.g. logistic functions. 
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Other examples: Cystine knots, Zn-finger ... 
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Example for recognition of sequence features with HMMs or NNs: common features 
in gram-negative signal-peptide sequences are shown in a Sequence Logo. 
Sequences were aligned on the signal-peptidase cleavage site. Their common features 
include a positively charged N-terminus, a hydrophobic helical stretch and a small 
residue that precedes the actual cleavage site. 
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SignalP is the premier Web server to detect signal sequences. 
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