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It is easy to see that nodes A and B are similar since they share the same parent, 
whereas A and C are not – their lowest common ancestor is three steps away. 
However matters are not so clear–cut if we are asking about relationships at different 
levels of the tree (as between (A,D) and (A,E)), or in parts of the tree that are broad 
(as with (D,C)) as compared to parts that are narrow as with (F,G). 
A unifying concept is to ask how specific each parent is, i.e. which portion of the tree 
it has beneath it. This can be expressed as information (in the information-
theoretical sense). 
 
 
Nb.: The GO is not actually a tree but a DAG (Directed Acyclic Graph). This means that  nodes 
can have more than one parent but the connections are directed such that there are no cycles in 
the graph. A tree is a DAG, but not all DAGs are trees. This is necessary, because many 
concepts can be valid children of more than one parent concept, but this arrangement also 
creates difficulties since there may be multiple pathwaysto higher nodes and to the root. 
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The “probability” pA of a gene A is the number of genes annotated to it and its children, 
divided by the number of genes in the tree.  
 
“Information”  is the negative log of the probability.  
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